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LECTURE 17: CONFIDENCE INTERVALS I 
 

I. The Meaning of Confidence 

a. When we take a sample, we often summarize it with the sample’s 

mean. This is an example of a point estimate—a single value that best 

describes the population. 

b. The problem is, our sample may be unusual. Remember the Central 

Limit Theorem? Sample means form a normal distribution. Our 

sample mean, and therefore our sample, could be unusual. 

c. We correct this with a confidence interval. A confidence interval for 

the mean is the range where the true population mean lies. 

i. For example, the confidence interval for how customers feel 

about your restaurant is between 7.4 and 8.1. 

d. The confidence level is the probability that the interval estimate will 

include the population parameter of interest (e.g. the population 

mean). 

i. For example, 90% confidence means that if you took 100 

samples, 90 of those samples’ means would lie within the 

confidence interval.  

ii. “Confidence” in statistics is not an emotional state. It’s a 

reference to the probability of where the true parameter lies.  

II. Z-scores 

a. Z-scores are critical to confidence intervals. Indeed, we call them 

critical values because that is the threshold value. For example, what 

should have a larger range: 90% confidence or 99% confidence? 

i. Both are useful. 90% confidence narrows the choices of where 

the true parameter lies but 99% confidence will have a larger 

range and thus you’ll be more likely to know where the true 

value is. 

ii. The question becomes, how do you mathematically capture that 

change from 90% to 99%? 

b. Z-scores are standard deviations. That means at a z-score of 2, 95% of 

observations are within two standard deviations. Every confidence 

rating has a z-score associated with it. 

i. Technically, 95% confidence is a z-score of 1.96. 

c. The Greek letter α (alpha) is the significance level; it’s equal to 1 – 

confidence level. For example, at 90% confidence, α = 0.10. 



i. Because there are two sides of the normal distribution, α is 

sometimes divided by two to indicate the area for alpha is split 

in half: α/2.  

ii. Every critical value has a corresponding z-score, zα/2. Below is 

a table of regularly used z-scores. 

 

Confidence α zα/2 

90% 10% 1.645 

95% 5% 1.960 

99% 1% 2.576 

99.9% 0.1% 3.291 

 

iii. As a life skill, it’s useful to memorize this list even if you only 

memorize it out to two decimal places rather than three. 

III. Calculating the Margin of Error with Known σ 

a. The margin of error is the width of a confidence interval: the distance 

between an upper or lower bound and the mean.  

i. Because the normal distribution is symmetric, the distance 

between the upper bound and the sample mean equals the 

distance between the lower bound and the sample mean. 

b. When the population standard deviation (σ) is known, the equation for 

a confidence interval is this: 

 

             
 

  
  

 

i. Where CIx-bar is the confidence interval for the sample mean; 

ii. x-bar is the sample mean; 

iii. zα/2 is the critical value for α significance level; 

iv. σ is the population’s standard deviation; and 

v. n is the sample size. 

vi. Note the minus/plus sign means you subtract (to the get the 

lower bound) and add (to get the upper bound). 

vii. The margin of error is everything after the minus/plus sign. 

c. You typically know σ concerning well-established data. This includes 

blood pressure, stock market prices, or any other data that’s calculated 

regularly and for a long period of time.  

d. But knowing σ means you know μ (recall you need μ to calculate σ) 

so a confidence interval isn’t as useful here. 



i. Sometimes μ changes and we have good reason to think σ 

didn’t change—like shifting the entire normal distribution right 

or left—so this there’s still a use for what we just covered. 

IV. Calculating the Margin of Error with Unknown σ 

a. We often don’t know σ. This requires us to rely on the sample’s 

standard deviation, s. This changes everything. 

b. Recall that s is influenced by sample size, n. Bigger sample sizes 

means we can more reasonably estimate the standard deviation. When 

n gets really large, there’s no practical difference between knowing 

and not knowing σ. 

c. But most the time, the sample is good but not enormous. Thus we 

cannot use our perfect normal distribution. We have to use a different 

distribution: Student’s t-distribution. 

i. Like a normal distribution, the t-distribution is bell-shaped and 

symmetric around the mean. 

ii. The t-distribution is flatter and wider than the normal 

distribution. 

iii. The t-distribution depends on the degrees of freedom, or the 

number of values that are free to vary given that certain 

information is known. 

1. One bit of information that’s known for any sample is the 

sample mean. Therefore, the degrees of freedom (df) for 

our use here is equal to n – 1. 

iv. The t-distribution is a family of distributions which change 

based on the degrees of freedom. 

d. Here’s the equation: 

 

              
 

  
  

 

i. The hat over CI reminds us that this is an approximation. Note 

how similar this equation is to the previous one. 

 

 

e. Below is a table for the t-distribution with single tail alpha on top and 

two tail confidence levels on the bottom. Note that as df increases, the 

critical values approach the z-score. 

 



 
 


