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LECTURE 14: CONFIDENCE INTERVALS II 
 

I. Calculating the Margin of Error with Unknown σ 

a. We often don’t know σ. This requires us to rely on the sample’s 

standard deviation, s. This changes everything. 

b. Recall that s is influenced by sample size, n. Bigger sample sizes means 

we can more reasonably estimate the standard deviation. When n gets 

really large, there’s no practical difference between knowing and not 

knowing σ. 

c. But most the time, the sample is good but not enormous. Thus we 

cannot use our perfect normal distribution. We have to use a different 

distribution: Student’s t-distribution. 

i. Like a normal distribution, the t-distribution is bell-shaped and 

symmetric around the mean. 

ii. The t-distribution is flatter and wider than the normal 

distribution. 

iii. The t-distribution depends on the degrees of freedom, or the 

number of values that are free to vary given that certain 

information is known. 

1. One bit of information that’s known for any sample is the 

sample mean. Therefore, the degrees of freedom (df) for 

our use here is equal to n – 1. 

iv. The t-distribution is a family of distributions which change based 

on the degrees of freedom. 

d. Here’s the equation: 
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i. The hat over CI reminds us that this is an approximation. Note 

how similar this equation is to the previous one. 

e. Below is a table for the t-distribution with single tail alpha on top and 

two tail confidence levels on the bottom. Note that as df increases, the 

critical values approach the z-score. 

 



 
II. Critical T-values  

a. Excel has a CONFIDENCE.T function for calculating the interval 

with a t distribution. Like CONFIDENCE.NORM, it outputs the 

margin of error. 

b. It also has the whole table for t-values. The command for this is 

“=T.INV.2T”  

i. Probability is the alpha value, assuming two tails.  

ii. Deg_freedom is the degrees of freedom: n – 1.  



c. So if you want to know the critical t-value for an alpha of 0.05 with 

six degrees of freedom, you’d type “=T.INV.2T(0.05,6)” and press 

ENTER.  

i. You should get about 2.447, the same as in the table under 95% 

confidence with 6 degrees of freedom.  

ii. Note there is a version without the 2T; the 2T stands for two 

tails. Without it, you’re assuming alpha is only in one tail. 

1. If you think the table claims the result should be 1.943 

(or more accurately it displays -1.943), it’s because 

you’re looking at the one-tailed version and not the two-

tailed version. (In the two-tailed version, that 0.05 is 

equally split between two sides of the distribution, thus a 

single tail would have a value of 0.25.) 

III. Example 

a. Recall Theo who works at a steel mill figured out the 95% confidence 

interval of scrap metal use was between 6,649.4 to 7,350.6 tons, based 

on an average of 7,000 tons of use from 20 weeks, with a σ 

(population standard deviation) of 800. 

b. Suppose he doesn’t know the population standard deviation of scrap 

metal use per week is 800 tons. Production can vary for all kinds of 

reasons so he has to estimate sigma using the sample standard 

deviation, calculating it based on the sample of 20 weeks he took. 

c. To illustrate the effect of switching to the t distribution, assume the 

sample standard deviation happens to also be 800. Therefore, the 

only think that changes in the calculation is we’re using t scores 

instead of z scores. 

d. Using CONFIDENCE.T(0.05,800,20), we get a new margin of error: 

374.4 tons, 6.8 percent higher than the 350.6 we found earlier. This 

higher margin of error reflects that we have less information than 

before. Because we don’t know σ, we have to estimate σ, and that’s 

not as accurate. 

e. Note this distinction shrinks as n increases because the amount of 

information we have increases. Thus the sample standard deviation (s) 

is likely to be close to population standard deviation (σ). To illustrate, 

suppose n was 200 weeks instead of 20 weeks. 

i. CONFIDENCE.NORM(0.05,800,200) = 110.9 

ii. CONFIDENCE.T(0.05,800,200) = 111.6 

iii. Switching to the t distribution when n was so high made the 

margin of error only 0.6 percent larger. 


